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Space-dependent aspects of electron degradation

A. V. Vasenkov
Institute of Thermophysics, Novosibirsk 630090, Russia

~Received 8 June 1999!

Space- and energy-dependent flux densities were computed by a Monte Carlo method of electron degrada-
tion for 0.1–3.0 keV incident electrons in argon. These flux densities contain the basic information about the
electron degradation process and can be used to calculate a yield for any inelastic state at any spatial position.
Numerical results were analytically represented in terms of the recently introduced phenomenological model.
It was found that flux densities multiplied by an absorption cross section in argon are approximately the same
as flux densities multiplied by an absorption cross section in nitrogen. This feature provides a basis to use an
analytical approximation of flux densities from this study for any gas.@S1063-651X~99!08611-0#

PACS number~s!: 52.25.2b, 52.65.2y, 87.50.Gi, 98.58.Ay
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I. INTRODUCTION

Understanding the basic mechanisms of interaction
charged particles with matter is a significant problem in
diation physics and chemistry, and especially in radiat
biology @1#. Charged particles interact with matter, for th
most part, by generating fast electrons. These electrons c
the subsequent processes, namely generating secondary
trons and various ionic and excited species in matter.
process of the electron degradation lasts until the initial e
trons and all their secondaries and tertiaries are comple
degraded in energy. Usually, various products, formed
mediately following electron degradation, are very sho
lived and cannot be observed by modern experimental m
ods; thus, a theoretical study is the only available meth
The basic information about these products is containe
electron flux as a function of energy and position. The Mo
Carlo simulation has proved to be a very good method
calculating this flux. The Monte Carlo method enables one
numerically simulate an experiment instead of solving
equation or system of equations. Monte Carlo compu
codes are also relatively easy to write. One disadvantag
the Monte Carlo approach is that it requires large amount
computer time. Another disadvantage is that simulation
sults can be communicated only as a great quantity of
merical data or as graphs. Numerical results given in s
forms are often not very useful in establishing the gene
principles of electron degradation. Fundamentally, the pr
lem of characterizing the basic nature of electron degrada
process in a fashion which can be utilized to predict
spatial-dependent yields of any state is a rather difficult o
Green and Singhal@2# , in an attempt to solve this problem
developed an analytic representation for the spatial y
spectra in terms of a model containing three simple
croplumes. Using this model, a yield for any inelastic state
any position in the medium can be approximately calculat
In studies of Singhalet al. @3#, Singhal and Green@4#, and
Greenet al. @5#, this model was employed to obtain analy
cal representations of spatial yield spectra for various ga
Recent communication@6# reports an approach that yields a
analytic representation of the electron flux densities a
function of energy and spatial position. The basic proper
of cross sections were used as a basis for construction of
PRE 601063-651X/99/60~6!/7382~9!/$15.00
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analytic representation. In this work, a recently introduc
model was applied to electron degradation in argon. The
sults are noteworthy in the following respects.~a! Analytical
representations were obtained for various terms used in
model.~b! The individual contributions of these terms to flu
densities were studied.~c! The phenomenological approac
covered a broader range of incident electron energies
previously. In addition, flux densities multiplied by an a
sorption cross section in argon were compared with flux d
sities multiplied by an absorption cross section in nitrog
The obtained agreement provides the opportunity to use
model from this study for any gas. This paper is arranged
follows. The choice of angular inelastic cross sections for
and a brief review of numerical procedure are given in S
II. Sensitivity study and results of an analytical represen
tion of space- and energy-dependent electron flux dens
are presented in Sec. III. The properties of flux densities
argon and nitrogen are discussed in Sec. IV.

II. MODEL DESCRIPTION

A. Cross sections

Energy degradation in this study was simulated assum
that after excitation an atom would be found in a compos
optically forbidden state, or in the optically allowed 4s3/2,
4s1/28 , 3d3/2, 3d3/28 , and a composite of optically allowe
states. The M-shell ionization ~with threshold I M
515.76 eV) event and theL-shell ionization~with threshold
I L5250.42 eV) event were considered as well. During aL
-shell ionization event, an Auger electron~with kinetic en-
ergy EA5218.9 eV) was assumed to be emitted with 100
efficiency. Cross sections for the above-mentioned proce
were calculated using the formulas given in@7,8#.

For realistic simulation of electron transport in a gas, n
only energy degradation but also scattering of electrons
to be considered accurately. The elastic collisions, wh
cause the most scattering of electrons, were simulated u
angular cross sections presented in a previous paper@8#. In-
elastic scattering of electrons in argon was considered v
little in the past and most certainly the reason for this was
fact that so little was known about angular inelastic cro
sections. In this study the angular inelastic cross section
7382 © 1999 The American Physical Society
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TABLE I. Parameters for argon angular cross section of a composite optically forbidden excitation e

E 1025§ t1 t2 z g1 g2 b f1 f2

16 100.0 35247.0 0 599525.0 0.118 0.240 21.291
20 20.8 8292.0 0 94211.0 0.153 0.162 20.863
30 1.22 4466.0 0 3381.0 0.367 0.147 20.298
50 0.533 93.5 109.3 194.0 0.0938 0.0695 0.082721.732 20.629
100 0.224 21.35 50.85 59.21 0.1005 0.0522 0.096621.634 20.358
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Nicoll and Mohr @9#, Chutjian and Cartwright@10#, and the
angular ionization cross sections of Mohr and Nicoll@11#
were analytically represented by the following phase fu
tion form:

Pl~u!5
1

sa§~E!
@s0C l

I~E,u!1saC l
II~E,u!H~E2I e!#,

~1!

where

C I~E,u!215K2~E,u!@m21K2~E,u!#2m,

K2~E,u!5k21k8222kk8 cos~u!,

C II~E,u!5(
j 51

2

t j~E!/$112g j~E!2 cos@u2f j~E!#%2

1z~E!/@112b~E!1 cos~u!#2.

Here, k(E)h/(2pma) and kl8(E2I l)h/(2pma) are the
velocities of the incident and scattered electrons, resp
tively; I l is the excitation potential of thel th collision,H is a
unit-step function;s051 cm2, sa51 Å2; subscription l
represents the type of collision. The phase function form
each collisional type is normalized to the corresponding to
inelastic cross section; thus the integral of the phase func
form over the solid angle is equal to 1. The first term~in
brackets! in Eq. ~1!, which represents the small-angle sc
tering, is the angular distribution obtained by Nicoll an
Mohr using simple Born’s theory@9#. Nicoll and Mohr used
this distribution to represent nitrogen, neon, argon, and m
cury vapor angular inelastic cross sections for small ang
of scattering. The values of parametersm56.7 and m
52.81 were obtained in the case of argon from simple ru
given by Slater@12#. The second term in Eq.~1! is phenom-
enologically added to describe the medium-angle and ba
scatter enhancements for energies belowI e5100 eV. This
term is a sum of modified screened Rutherford cross s
tions. The values of parameters§,t1 ,g1 ,f1 ,t2 ,g2 ,f2 ,z,
andb for typical electron energies are obtained from fitti
-
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of Eq. ~1! to various empirical data from@9–11#. These pa-
rameters for a composite of optically forbidden excitation
composite of optically allowed excitation, and a compos
of ionization cross sections are given in Table I, Table II, a
Table III, respectively. Above 100 eV, the parameter§ was
found from the following requirement: sa§(E)
5@2ps0*0

pdu sin(u)CI(E,u)#.

B. Overview of numerical procedure

Spatial- and energy-dependent flux densities have b
calculated for incident electron energies up to 3 keV by
ing the Monte Carlo technique presented in@13#. A normal-
ization for the double differential flux density@with respect
to the distance~Z! from the injection point and current en
ergy (E)] was chosen in the form

E F~Z,E,Ep!s i~E!dE dZ51,

whereEp is the incident electron energy ands i is the ion-
ization cross section. This requirement is useful for calcu
tion of the efficiency for production of any electron state
atoms or molecules and, consequently, initial plasma com
sition @8#. ~By the term ‘‘initial plasma composition’’ I mean
composition of plasma that is formed immediately followin
electron collisions and degradation.!

III. RESULTS

A. Sensitivity study

The effect of theL-shell ionization, the Auger effect, an
the anisotropic inelastic scattering on the electron ene
degradation in argon is the subject of this subsection. T
influence of theL-shell ionization and the Auger effect o
the electron degradation spectrumZ(E,Ep) have been much
investigated by Kimuraet al. @1# using the Spencer-Fan
equation. The electron degradation spectrumZ(E,Ep) ~in
units of eV21 cm) is related to the flux densityF(E,Ep) ~in
units of eV21 Å22) by the following equation:
vent.
TABLE II. Parameters for argon angular cross section of a composite optically allowed excitation e

E 1023§ t1 t2 z g1 g2 b f1 f2

16.0 341.0 37.211 0 42166.8 0.0287 0.398 21.075
20 244.0 74.951 0 10904.0 0.0352 0.190 21.002
30 29.9 6.064 0 141.4 0.0521 0.0944 21.593
50 24.0 5.696 24.2 3.966 0.0576 0.0567 0.036921.728 20.511
100 12.3 1.237 1.378 3.93 0.0492 0.0237 0.061921.647 20.580
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TABLE III. Parameters for argon angular cross section of a composite ionization event.

E 1023§ t1 t2 z g1 g2 b f1 f2

30 12.2 261.0 0 2034 0.614 0.629 21.488
40 15.2 395.0 0 2265 0.442 0.731 21.046
60 6.67 0.976 54.93 3.474 0.0625 0.423 0.054321.834 20.555
100 6.59 1.088 3.008 5.12 0.0577 0.054 0.043821.698 20.656
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Z~E,Ep!5
Ni~Ep!

ng
F~E,Ep!,

whereNi(Ep) is the cumulative yield of ions andng is the
gas density. The yield of ions obtained in this study forEp
52 keV is equal to 73.58. This value is less then 1% low
as compared to the yield of ions obtained by Kowari a
Inokuti @14#. I compare in Fig. 1 the electron degradati
spectrum, generated from flux density results at a total p
sure of 1 atm and at a temperature of 0°C, with the spect
from @14#. We see that two degradation spectra have
same general features. But the spectrum from this st
slightly overestimates the results of Kowari and Inokuti. T
major reason for this is attributed to distinctions between
total ionization cross section from this work and the to
ionization cross section used by Kowari and Inokuti.
Monte Carlo calculations, the cross section was used
was constructed on the base of assessments of recent e
mental data from Heeret al. @15#, Krishnakumar and Srivas
tava@16#, and Straubet al. @17#. This ionization cross section
underestimates the ionization cross section of Eggarter
Inokuti @7# ~which was used by Kowari and Inokuti! for en-
ergies up to 1 keV. The other reasons which cause the
tinctions between two spectra are the following:~i! the cal-
culation methods are not the same,~ii ! the excitation cross
sections of electronic states are not the same,~iii ! the emis-
sion energy of the Auger electron is not the same.~In the
work by Kowari and Inokuti, the Auger electron was emitt
with energy equal to 200 eV.!

It is of interest to determine if the inelastic anisotrop
scattering affects the spatial energy deposition. To acc

FIG. 1. Electron degradation spectrumZ(E,Ep). Points repre-
sent Monte Carlo calculations; dashed line is an approxima
curve. Solid line represents results of Kowari and Inokuti@14#.
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plish this, calculations were made by the Monte Ca
method using, first, angular cross sections from Sec. II a
second, the scattering model from a previous study@8#. In
the previous scattering model, the following assumptio
were used for modeling inelastic collisions. ForE<100 eV,
electrons were scattered through optically allowed excitat
events according to the elastic angular cross section, w
the angular cross section for collisions with excitation o
composite of optically forbidden states was substituted by
angular isotropic scattering function. For energies above
eV, it was assumed that the angular deflection on inela
scattering is negligible. The comparison of results, obtain
using different scattering models, revealed no observed
ference between the two spatial energy deposition distr
tions for incident energies above 1 keV. Thus, the effect
anisotropic inelastic scattering on spatial energy depositio
insignificant at high incident electron energies. It was fou
that anisotropic inelastic scattering affects the spatial ene
deposition for incident energies below 1 keV. To illustra
this effect, I show in Fig. 2 the efficiency for the productio
from a composite of forbidden states, and the combined
ficiency, obtained as a sum of the efficiencies for each e
tronic state, for representative incident energyEp50.1 keV.
The distance along theZ axis is expressed in units of a rang
R ~i.e., a path length that electrons pass as their energy
creases from incident energy to the minimum excitat
threshold!. Lines represent calculations using angular cro
sections from this study; points represent computations u
the scattering model from@8#. The efficiency for the produc-
tion from a composite of forbidden states is shown beca

e

FIG. 2. Efficiency for production of a composite forbidden sta
~1! and a combined efficiency obtained as a sum of the efficien
for each electronic state~2!: lines represent calculations using a
gular cross sections from this study, points represent computat
using scattering model from previous work@8#.
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the energy dependence for the cross section of excitation
composite of forbidden states is clearly different from th
for other inelastic cross sections. Figure 2 shows t
changes in efficiency for the production from a composite
forbidden states, and combined efficiency, which res
from the change in the scattering model, are similar in
qualitative sense. These changes can be summarized a
lows. Near the injection point in calculations using angu
cross sections from this study, electrons deposit more en
than electrons in computations using the scattering mo
from @8#. This is because the present scattering model ca
more electron scattering than does the scattering model f
the previous work. Away from the injection point, calcul
tions using the present scattering model predict less en
deposited as compared to that calculated using the scatt
model from@8#. This change in energy deposition reflects,
part, the renormalization of the distribution to account for t
change in the energy deposition near the injection point.
energy deposition behind the injection point is because
backscattered electrons. We see that the present scatt
model yields more energy deposited as compared to that
culated using the model from the previous study. This po
to the conclusion that the present inelastic scattering mo
causes more backscattering of electrons than does the p
ous model.

The energy deposition plots are often used to calcula
range for electrons@18#. The ranges from our previous wor
are compared with those obtained in this study in Table
We see that R0

II differs from R0
I by errors varying from 2% to

15%. The changes forEp,1 keV mainly result from the
change in the anisotropic inelastic scattering model.
higher incident energies the changes are predominantly
to the effect of theL-shell ionization event, and the Auge
effect was taken into account in the present calculations

B. Energy deposition

Spatial distribution of the energy deposition rate is
important characteristic, because it provides a rough idea
the physics of the spatial deposition of energy. Following
results of Green and Singhal@8# and Vasenkov@8#, I repre-
sented the longitudinal distribution of the energy deposit
rate obtained in this study by

C~z,Ep!5@a0~Ep!#21 expH (
i 50

2

ai~Ep!ziJ , ~2!

wherez5Z/Ra , Ra51026(0.8517.85Ep
1.65)g/cm2, and val-

ues of the parameters are given in Table V. The integra

TABLE IV. Range data~in 1026 g/cm2) at selected inciden
energies~in keV!. I and II: results obtained using correspondingly
set of cross sections presented in Sec. II and that from a prev
study @8#.

Ep R0
I R0

II

0.1 0.6 0.7
0.5 3.8 3.8
1 9.0 9.6
2 25.1 27.1
3 49.3 54.2
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C(z) over z is equal to 1. The energy deposition plots ge
erated from Monte Carlo calculations are shown in Fig.
The abscissa in the figure is the reduced depth. The calc
tion results are compared with Eq.~2! for three representa
tive incident energies. We see that the quality of the fits
improved as the incident energy increases. This is beca
in a low-energy range, first, inelastic cross sections do
follow the Born-Bethe approximation and each have its
dividual dependence on energy, and, second, differen
elastic cross section structure is rather complex.

C. Analytical representation of electron flux densities in a
high-energy range

Considering the properties of flux densities, it is useful
start with construction of their analytical representation in
high-energy range@6#. The three-dimensional flux densitie
in this range can be represented by~in units of eV21Å22)

F II~z,E,Ep!C~z,Ep!21

5L~Ep!S 11(
l 50

1

c l~Ep!zld~E2EA!D
3H S (

l 50

2

Gl~z,E/Ep ,Ep!21D 21

1exp„w~z!…@G~z,Ep!

2E/Ep#2h(z)H~z!J 21

, ~3!

Gl~z,E/Ep ,Ep!215@exp„J l~z!…~E/Ep!b l (z)

3H~ z̄l2z!#/Q~z,E/Ep ,Ep!, ~4!

FIG. 3. Energy deposition: points represent Monte Carlo cal
lation, lines represent the analytic fit using Eq.~2!; (n), Ep50.3
keV; (1), Ep52.0 keV; (d), Ep53.0 keV.

us

TABLE V. Parameters used in Eq.~2!. Incident energy in keV.

Parameter 0.1,Ep,0.5 0.5<Ep<1.5 1.5,Ep,2.5 Ep>2.5

a0 0.84 0.79 1.04 1.09
a0 20.078 20.088 21.3031025 20.0021
a1 1.21 1.12 2.23 3.04
a2 23.03 23.03 24.02 24.44
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Q~z,E/Ep ,Ep!

5H ã~Ep! for E/Ep,e~Ep!

ln~ b̃~z!E/Ep! for E/Ep>e~Ep!.
~5!

HereH is a unit-step function equal to 0 at the argume
of a function less than or equal to 0. Current and incid
energies are in units of 1 keV. The parameter expression
Eqs. ~3!–~5! are given in Appendix A for incident energie
below 3 keV. For higher incident energies it is necessary
set L5L(3), Q5Q(z,E/3,3), and G05G0(z,E/3); the
other parameter expressions are determined as given by
pendix A. This requirement reflects the fact that ene
deposition curves are practically identical for incident en
gies above 3 keV@8#. Including unit-step functions~with
z̄051.0, z̄150.70,z̄250.25) in the first term~in curly brack-
ets! on the right-hand side of Eq.~3! reflects the drastic
changes of flux densities with the distance from the inject
point. The second term represents flux densities at ener
close to the incident energy. A unit-step function in this te
is used to consider the fact that a high-energy part of the
density atz50 is formed mainly by a contribution from th
source.G(z,Ep)5j1(k51

2 Dk(z)zkEp is incorporated in the
second term to take into account the decrease in energ
primary electrons with the increase of distance from the
jection point. By primary electrons, I mean incident electro
that scattered or degraded in energy. I should note that
E.e(Ep), the first term of Eq.~3! depends on energy via th
ratio E/Ep . The second term, which represents flux densi
at energies close to the incident energy, is dependent on
ergy via two variablesE/Ep andEp , but the dependence o
this term on incident energy is rather weak. The contribut
of Auger electrons to a flux density is represented by incl
ing the Diracd function. This contribution increases wit
incident energy.

A comparison of Eq.~3! with Monte Carlo data is
shown in Figs. 4~a! and 4~b! for two incident energies
and four longitudinal values. Lines are used to repres
contributions given by G0(z,E/Ep ,Ep) ~dash lines!,
1/( l 50

1 Gl(z,E/Ep ,Ep)21 ~dash-dot lines!,
1/( l 50

2 Gl(z,E/Ep ,Ep)21 ~dash-dot-dot lines!, and the sec-
ond term~in curly brackets! on the right-hand side of Eq.~3!
~solid lines!. The thick solid lines represent the total cont
bution. Monte Carlo data are shown by points. The flux d
sities given in Figs. 4~a! and 4~b! are quantitatively rathe
different, but the general features ofF II(z,E,Ep) are practi-
cally unaffected by the change in incident energy. We
that atz50 the contribution ofG0(z,E/Ep) is superior to the
contributions from other terms for energies below 0.85Ep .
The flux densities weakly vary with energy for this ener
range. For higher energies the contributions from all term
a sum given by Eq.~4! are considered to describe the rap
increase of flux densities with energy. Atz50.2 the contri-
bution of G0(z,E/Ep) dominates the contributions from
other terms for energies below 0.45Ep . The flux densities
are represented by a balance between the first and se
term of Eq.~3! for the energy range wherein flux densiti
reach the maximum. The second term of Eq.~3! is used to
describe the flux densities at about the incident energy. F
densities exhibit simpler properties at larger distances fr
t
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the injection point. This is because with the increase of d
tance the energy spectrum of the flux densities has few h
energy electrons. As a result, the first term of Eq.~3! takes a
simpler form. Forz50.4, the contribution of this term is
determined by contributions of the first two terms of a su
given by Eq.~4! in the whole energy range considered. F
z50.9, the first term of Eq.~3! is equal toG0(z,E/Ep).

D. Analytical representation of electron flux densities in a
whole range

Following the recent communication of Vasenkov@6#, the
analytical representation of flux densities as a function
position, current, and incident energies is given by

F~z,E,Ep!5F I~z,E,Ep!1F II~z,E,Ep!. ~6!

Here, the first term represents the low-energy parts of

FIG. 4. High energy parts of electron flux densities vs curr
energy at two incident energies and three distances to the injec
point: ~a! Ep50.3 keV, R051.931026 g/cm2; ~b! Ep53.0 keV,
R0549.331026 g/cm2. The Monte Carlo calculations are repre
sented by symbols: (d), z50; (L), z50.2; ~1!, z50.4; (n), z
50.9. The analytic fits are represented by lines; see text for det
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flux densities:

F I~z,E,Ep!5C~z,Ep!H (
i 50

1

exp@Ai~Ep!#

3E2ua i (Ep)uH~EA2W* 2E!J , ~7!

whereW* is the first excitation potential of argon. The p
rameter expressions for Eq.~7! are given in Appendix B for
incident energies below 3 keV. For higher incident energ
it should be setF I5F I(z,E,3) . I should stress that indepen
dence of low-energy parts of flux densities from high in
dent energy is not a special feature of electron distribut
formation in argon but can be attributed to basic proper
of electron degradation in a gas. The low-energy elect
distribution is basically formed by secondary electrons
different generations. These electrons are produced by
ization. As a result, the energy of a secondary electron
practically independent of the incident energy.

The results of fitting Eq.~6! to Monte Carlo data are
shown in Figs. 5~a!, 5~b!, and 5~c!. The contributions of the
first and second terms of a sum given by Eq.~7! are shown
by dash and dash-dot lines, respectively. We see that the
term of this sum contributes at energies about excitation
tentials of electronic states of Ar. The contribution from t
second term prevails over the contribution from the first te
for higher energies. Flux densities obtained for different
cident energies at the injection point are shown in Fig. 5~a!.
We see that a form of flux density becomes more comp
with the increase of incident energy. This is because thL
-shell ionization event and the Auger effect play an imp
tant role in electron degradation at high incident energies
z50.5, forms of flux densities near the incident energy
rather different from those shown in Fig. 5~a!. Flux densities
slightly increase as the energy approachesEp . Then, flux
densities drop rapidly just before the incident energy. For
flux densities shown in Fig. 5~c!, the energy range can b
conveniently divided into three intervals. In a low-ener
range, flux densities decrease as the energy arises. For h
energies but lower than the incident energy, flux densi
weakly vary with energy. Flux densities drop rapidly ju
before the incident energy.

To elucidate the possibilities of the proposed mode
show in Fig. 6 the analytical representation of flux densit
for Ep52 keV. We see that the calculated three-dimensio
surface is a complex structure. General features
F(z,E,Ep) can be summarized as follows. At about the
cident energy, the number of high-energy electrons tend
diminish as the distance from the injection point increas
We see a peak at 219 eV~because of the Auger effect! and a
complex structure below the peak. The magnitude of
peak decreases with the increase of distance. In a low-en
range,F(z,E,Ep) increases with energy. This is because
a contribution from secondary electrons.

IV. DISCUSSION AND CONCLUSIONS

The space- and energy-dependent flux densities were
culated in this work using a Monte Carlo method for incide
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FIG. 5. Electron flux densities vs current energy at three in
dent energies and three distances to the injection point:~a! z50; ~b!
z50.4; ~c! z50.9. Points represent Monte Carlo calculations:~tri-
angles!, Ep50.3 keV,R051.931026 g/cm2; ~stars!, Ep51.0 keV,
R059.031026 g/cm2; ~circles!, Ep53.0 keV, R0549.3
31026 g/cm2. Lines represent analytical fits; see text for detail
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FIG. 6. Analytical representation of electro
flux densities vs current energy and distance
the injection point at representative incident e
ergy equal to 2 keV,R0525.131026 g/cm2.
rg
e
ia
re
r

nt
u
re
an

s
th

sti
he

m

ec
rt

b
n
u
7
e

on
-
h
lo
en
st
s

ng
tiv
th
le

ely
o-
gy

ergy

o-
ux
on

ical
s.

ion
s

V:
electrons of energy 0.1–3.0 keV in argon. Electron ene
degradation and both elastic and inelastic scattering w
considered in this simulation. The integral and different
cross sections used for modeling these processes we
agreement with measurements. Numerical flux density
sults were analytically represented in terms of the rece
introduced phenomenological model. This model can be s
cessfully used for other gases as well. The fundamental
son for this hypothesis is in the nature of electron-atom
electron-molecule cross sections. Green and Singhal@2# were
probably the first to note that the individual inelastic cro
sections divided by the total inelastic cross section and
differential elastic cross sections divided by the total ela
cross section are fairly similar from one species to anot
within the energy range of interest.

In support of the versatility of the proposed model, I co
pared flux densities in argon and nitrogen. Flux densities
nitrogen were calculated by the Monte Carlo method of el
tron degradation using the inelastic cross sections by Po
et al. @19#, the ionization cross sections by Jackmanet al.
@20#, and the total and differential elastic cross sections
Porteret al. @18#. Flux densities multiplied by an absorptio
cross section in argon are compared with flux densities m
tiplied by an absorption cross section in nitrogen in Fig.
Results are shown for three longitudinal values at repres
tative incident energy equal to 1 keV. Ranges for electr
were calculated from Eq.~11! of @8# . We see that the calcu
lated distributions are rather similar in the two gases. T
considerable differences are visible only at energies be
50 eV. There are two basic reasons for these disagreem
First, the Born-Bethe formula does not govern the inela
cross sections in a low-energy range. Hence, each cross
tion has its individual dependence on energy. Second, a
lar cross sections in argon and nitrogen are rather distinc
at low energies. It is of interest to discuss separately
reason why curves differ at energies about thresholds of e
y
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tronic excitations. In this energy range, electrons effectiv
lose energy during optically forbidden excitations in nitr
gen. The effect of optically forbidden excitations on ener
deposition in argon is of lesser significance. As a result,FsA

decreases with energy in nitrogen and increases as the en
decreases in argon.

Nitrogen and argon represent a typical atomic and m
lecular system. Hence, the approximate invariance of fl
densities multiplied by an absorption cross section in arg
and nitrogen provides the opportunity to use an analyt
approximation of flux densities from this study for any ga

FIG. 7. Flux densities multiplied by an absorption cross sect
in argon (R05931026 g/cm2) are compared with flux densitie
multiplied by an absorption cross section in nitrogen (R056
31026 g/cm2) at representative incident energy equal to 1 ke
~1!, z50.1; ~2!, z50.4; ~3!, z51.0.
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APPENDIX A: ANALYTIC EXPRESSIONS USED
IN EQS. „3…–„5…

In this appendix, I present the parameter expressions u
to construct the analytical representation of flux densities
high-energy range. Scale factorL(Ep) from Eq. ~3! is cho-

sen to be equal tol̃1Ep
2l̃2 . The Auger electron contribution

is represented by a sum of polynomials inEp ,

TABLE VI. Parameters used for analytical representation
electron flux densities in a high-energy range.

Parameter Value Parameter Value

h̃1
6 23464

Scale factors h̃2
0 24.541

h̃2
1 34.30

l̃1
1.803 h̃2

2 2285.8

l̃2
0.557 h̃2

3 635

M0 3
Parameters used to represent M1 4

contribution of Auger electrons M2 3

f̃ 0
0 0.676

E* 0.36 f̃ 0
1 0.0

d̃0
0 22.799 f̃ 0

2 0.193

d̃0
1 8.282 f̃ 1

0 16.68

d̃0
2 21.264 f̃ 1

1 260.46

d̃1
0 2.123 f̃ 1

2 95.39

d̃1
1 26.842 f̃ 1

3 254.78

d̃1
2 1.274 f̃ 2

0 67.81

f̃ 2
1 2240.0

Parameters used in first term f̃ 2
2 355.3

~in curly brackets! of Eq. ~3!

Parameters used in second ter

g̃0
0.0443 ~in curly brackets! of Eq. ~3!

g̃1
20.0297

g̃2
0.0154 q̃0

24.743

N0 2 q̃1
4.511

N1 7 q̃2
12.36

N2 4 q̃3
28.918

h̃0
0 27.496 j 1.011

h̃0
1 1.527 D1 20.00212

h̃1
0 29.624 D2 20.0293

h̃1
1 93.76 ũ0

0.436

h̃1
2 2788.8 ũ1

15.72

h̃1
3 3299 ũ2

227.01

h̃1
4 27281 ũ3

19.38

h̃1
5 8017 ũ3

24.857
ro-
e

ed
a

c l~Ep!5 (
k50

2

d̃l
kEp

kH~Ep2E* !.

Here, a step function is used to consider the fact that
contribution of Auger electrons is negligible for incident e
ergies belowE* .

FunctionsJ l(z) and b l(z) from Eq. ~4! are represented
by polynomials inz:

J l~z!5 (
k50

Nl21

h̃l
kzk,

b l~z!5 (
k50

Ml21

f̃ l
kzk.

Functionsã(Ep) and e(Ep) from Eq. ~5! are given by
simple equations:

ã~Ep!5H 1 for 2,Ep,1

32Ep , for 1<Ep<2,

e~Ep!5H 0 for Ep,1

0.2/Ep for Ep>1.

The dependence ofb̃(z) on z is determined by

b̃~z!5S (
k50

2

g̃kz
kD 21

.

Functionsw(z) and h(z), used in the second term~in
curly brackets! on the right side of Eq.~3!, are given by

w~z!5 (
k50

3

q̃kz
k,

h~z!5 (
k50

4

ũkz
k.

Coefficients for presented formulas are summarized
Table VI.

f TABLE VII. Parameters used for analytical representation
electron flux densities in a low-energy range.

Parameter Value Parameter Value

Parameters used in second Parameters used in firs
term of Eq.~7! term of Eq.~7!

x0 242.04 %0
0 222.09

x1 7.58 %1
0 23.74

x2 21.23 %2
0 212.74

%0
1 211.65

%1
1 0.558
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APPENDIX B: ANALYTIC EXPRESSIONS USED
IN EQ. „7…

In a low-energy range the flux densities are represen
using the following four functions:A0(Ep), A1(Ep),
a0(Ep), anda1(Ep). The functionsA0(Ep) andA1(Ep) are
dependent on incident energy in a complicated way. It w
found that it is useful to divide the energy range forA0(Ep)
into three intervals:

A0~Ep!55
238.55 for Ep<0.5

(
k50

2

~xkEp
k! for 0.5,Ep,2

231.80 for Ep>2.

In a similar way the energy range forA1(Ep) was divided
into two intervals:
e

hy

an

a-
80

A

d

s

A1~Ep!55 (
k50

2

~%k
0Ep

k! for Ep<1

(
k50

1

~%k
1Ep

k! for Ep.1.

The functionsa0(Ep) and a1(Ep) are smoothly depen
dent on incident energy:

a0~Ep!5 exp@21.103 ln~Ep!12.061#Ep ,

a1~Ep!50.6/Ep10.8.

Coefficients for the formulas given here are summariz
in Table VII.
A
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