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Space-dependent aspects of electron degradation
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Space- and energy-dependent flux densities were computed by a Monte Carlo method of electron degrada-
tion for 0.1-3.0 keV incident electrons in argon. These flux densities contain the basic information about the
electron degradation process and can be used to calculate a yield for any inelastic state at any spatial position.
Numerical results were analytically represented in terms of the recently introduced phenomenological model.
It was found that flux densities multiplied by an absorption cross section in argon are approximately the same
as flux densities multiplied by an absorption cross section in nitrogen. This feature provides a basis to use an
analytical approximation of flux densities from this study for any ¢84063-651X99)08611-0

PACS numbgs): 52.25-b, 52.65-y, 87.50.Gi, 98.58.Ay

[. INTRODUCTION analytic representation. In this work, a recently introduced
model was applied to electron degradation in argon. The re-
Understanding the basic mechanisms of interaction osults are noteworthy in the following respedts). Analytical
charged particles with matter is a significant problem in rafepresentations were obtained for various terms used in the
diation physics and chemistry, and especially in radiationimodel.(b) The individual contributions of these terms to flux
biology [1]. Charged particles interact with matter, for the densities were studiedc) The phenomenological approach
most part, by generating fast electrons. These electrons caug@vered a broader range of incident electron energies than
the subsequent processes, namely generating secondary elBeeviously. In addition, flux densities multiplied by an ab-
trons and various ionic and excited species in matter. ThEOrption cross section in argon were compared with flux den-
process of the electron degradation lasts until the initial elecsities multiplied by an absorption cross section in nitrogen.
trons and all their secondaries and tertiaries are completeljhe obtained agreement provides the opportunity to use the
degraded in energy. Usually, various products, formed immodel from this study for any gas. This paper is arranged as
mediately following electron degradation, are very short-follows. The choice of angular inelastic cross sections for Ar
lived and cannot be observed by modern experimental metfnd a brief review of numerical procedure are given in Sec.
ods; thus, a theoretical study is the only available methodl!!- Sensitivity study and results of an analytical representa-
The basic information about these products is contained ifon of space- and energy-dependent electron flux densities
electron flux as a function of energy and position. The Monteare presented in Sec. lll. The properties of flux densities in
Carlo simulation has proved to be a very good method forgon and nitrogen are discussed in Sec. IV.
calculating this flux. The Monte Carlo method enables one to
numerically simulate an experiment instead of solving an
equation or system of equations. Monte Carlo computer [l. MODEL DESCRIPTION
codes are also relatively easy to write. One disadvantage of
the Monte Carlo approach is that it requires large amounts of
computer time. Another disadvantage is that simulation re- Energy degradation in this study was simulated assuming
sults can be communicated 0n|y as a great quantity of nuthat after excitation an atom would be found in a Composite
merical data or as graphs. Numerical results given in suckptically forbidden state, or in the optically allowedsh,
forms are often not very useful in establishing the genera#sy,, 3ds;,, 3d3,, and a composite of optically allowed
principles of electron degradation. Fundamentally, the probstates. The M-shell ionization (with threshold Iy
lem of characterizing the basic nature of electron degradatiorr 15.76 eV) event and thie-shell ionization(with threshold
process in a fashion which can be utilized to predict thel =250.42 eV) event were considered as well. Durind-an
spatial-dependent yields of any state is a rather difficult one:shell ionization event, an Auger electréwith kinetic en-
Green and SinghdP] , in an attempt to solve this problem, ergyE,=218.9 eV) was assumed to be emitted with 100%
developed an analytic representation for the spatial yiel@fficiency. Cross sections for the above-mentioned processes
spectra in terms of a model containing three simple mi-were calculated using the formulas given[ih8].
croplumes. Using this model, a yield for any inelastic state at For realistic simulation of electron transport in a gas, not
any position in the medium can be approximately calculatedonly energy degradation but also scattering of electrons has
In studies of Singhaet al. [3], Singhal and Greef4], and to be considered accurately. The elastic collisions, which
Greenet al. [5], this model was employed to obtain analyti- cause the most scattering of electrons, were simulated using
cal representations of spatial yield spectra for various gaseangular cross sections presented in a previous d&pem-
Recent communicatiof6] reports an approach that yields an elastic scattering of electrons in argon was considered very
analytic representation of the electron flux densities as dttle in the past and most certainly the reason for this was the
function of energy and spatial position. The basic propertiegact that so little was known about angular inelastic cross
of cross sections were used as a basis for construction of thctions. In this study the angular inelastic cross sections of

A. Cross sections
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TABLE |. Parameters for argon angular cross section of a composite optically forbidden excitation event.

E 107 T T2 4 Y1 Y2 B b1 b
16 100.0 35247.0 0 599525.0 0.118 0.240 —1.291

20 20.8 8292.0 0 94211.0 0.153 0.162 —0.863

30 1.22 4466.0 0 3381.0 0.367 0.147 —0.298

50 0.533 93.5 109.3 194.0 0.0938 0.0695 0.0827+1.732 —0.629

100 0.224 21.35 50.85 59.21 0.1005 0.0522 0.0966-1.634 —0.358

Nicoll and Mohr[9], Chutjian and Cartwrigh{10], and the of Eq. (1) to various empirical data frof®—11]. These pa-
angular ionization cross sections of Mohr and Niddlll] rameters for a composite of optically forbidden excitation, a
were analytically represented by the following phase funccomposite of optically allowed excitation, and a composite
tion form: of ionization cross sections are given in Table |, Table I, and
Table I, respectively. Above 100 eV, the parameiewvas

1 ; ; .
P,(6)= [ao\lf}(E,0)+aa\1'f'(E,0)H(E—Ie)], found from the following requirement: o,s(E)

oas(E) =[27ao[§dosin@)V'(E,6)].
()
where B. Overview of numerical procedure
| 12 2 2 om Spatial- and energy-dependent flux densities have been
VE,6) " =KAE, O +KAE, O, calculated for incident electron energies up to 3 keV by us-
2 2 k2 DLl ing the Monte Carlo technique presented 113]. A normal-
KAE, ) =k"+k"~2kk" cod6), ization for the double differential flux densifyvith respect
2 to the distancdZ) from the injection point and current en-
\P”(E’Q):jzl 7/(E){1+2y,(E)— cog 6— ¢>j(E)]}2 ergy (E)] was chosen in the form

+Z(E)/[1+2B(E)+ cog 6)]°. f ®(Z,E,Ep)oi(E)dEdZ=1,

Here, k(E)h/(27m,) and k/ (E—1,)h/(27m,) are the

velocities of the incident and scattered electrons, respeé’yhereEP is the incident electron energy ai is the ion-

tively:; 1, is the excitation potential of thith collision, H is a Ization cross section. This requirement is useful for calcula-
- ! tion of the efficiency for production of any electron state of

unit-step function;op=1 cn?, o,=1 A? subscriptionl ; lecl q ty. iritia ol
represents the type of collision. The phase function form fo1OMS Or molecules an“_, consequently, nitial p as:'ma compo-
§|t|on [8]. (By the term “initial plasma composition” | mean

each collisional type is normalized to the corresponding tota it ol that is f oy diately followi
inelastic cross section; thus the integral of the phase functiofOMPOsItion of plasma that IS formed immediately following

form over the solid angle is equal to 1. The first tetim electron collisions and degradatipn.
bracket$ in Eq. (1), which represents the small-angle scat-

tering, is the angular distribution obtained by Nicoll and IIl. RESULTS
Mohr using simple Born’s theor}9]. Nicoll and Mohr used
this distribution to represent nitrogen, neon, argon, and mer-
cury vapor angular inelastic cross sections for small angles The effect of theL-shell ionization, the Auger effect, and
of scattering. The values of parameters=6.7 and u the anisotropic inelastic scattering on the electron energy
=2.81 were obtained in the case of argon from simple ruleslegradation in argon is the subject of this subsection. The
given by Slatef12]. The second term in Eq1) is phenom- influence of thel-shell ionization and the Auger effect on
enologically added to describe the medium-angle and backhe electron degradation spectr@tE, E,) have been much
scatter enhancements for energies belgw 100 eV. This investigated by Kimuraet al. [1] using the Spencer-Fano
term is a sum of modified screened Rutherford cross seequation. The electron degradation spectrégk,Ep) (in
tions. The values of parametessty,v1,®1,72,Y2,®2,¢, units of eV tcm) is related to the flux densitp (E,E,) (in
and 3 for typical electron energies are obtained from fitting units of eV "' A~2?) by the following equation:

A. Sensitivity study

TABLE Il. Parameters for argon angular cross section of a composite optically allowed excitation event.

E 1073 71 T2 4 Y1 Y2 B b1 b
16.0 341.0 37.211 0 42166.8 0.0287 0.398 —1.075

20 244.0 74.951 0 10904.0 0.0352 0.190 —1.002

30 29.9 6.064 0 141.4 0.0521 0.0944 —1.593

50 24.0 5.696 24.2 3.966 0.0576 0.0567 0.0369-1.728 —-0.511

100 12.3 1.237 1.378 3.93 0.0492 0.0237 0.0619-1.647 —0.580
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TABLE lll. Parameters for argon angular cross section of a composite ionization event.

E 1073 T T2 4 Y1 Y2 B b1 b
30 12.2 261.0 0 2034 0.614 0.629 —1.488

40 15.2 395.0 0 2265 0.442 0.731 -—1.046

60 6.67 0.976 54,93 3.474 0.0625 0.423 0.0543—-1.834 —0.555

100 6.59 1.088 3.008 5.12 0.0577 0.054 0.0438 —1.698 —0.656

Ni(Ep) plish this, calculations were made by the Monte Carlo
Z(E,Ep)=——P(E,Ep), method using, first, angular cross sections from Sec. Il and,
9 second, the scattering model from a previous st{&ly In

; ; ; - : the previous scattering model, the following assumptions
whereN;(E,) is the cumulative yield of ions and, is the 9 N -
(Ep) y 9 were used for modeling inelastic collisions. Fex=100 eV,

gas density. The yield of ions obtained in this study EQr . .
—2 keV is equal to 73.58. This value is less then 1% Ic)Werelectrons were scattered through optically allowed excitation

as compared to the yield of ions obtained by Kowari andfr:/ ents a<|:cord|ng to tr,:.e elfastlc :ﬁngular c.rtc%ss S(.etctt|_on, V‘;h”e
Inokuti [14]. | compare in Fig. 1 the electron degradation € angular cross section for coflisions with excrtation ot -a

spectrum, generated from flux density results at a total IOresc_omposﬂe of optically forbidden states was substituted by an

sure of 1 atm and at a temperature of 0°C, with the spectrurﬁngu'ar isotropic scattering function. For energies above 100

from [14]. We see that two degradation spectra have th V,ttlt \{vas_assurTI?eiltha_lt_k;[he angule_lr defltfactlonlton 'gf'?‘s“g
same general features. But the spectrum from this stud cattering 1S negligibie. 1he comparison ol resufts, obtaine

slightly overestimates the results of Kowari and Inokuti. The sing different scattering models, revealed no observed dif-

major reason for this is attributed to distinctions between th({_eren(;e t_)et\(\éeertn the two Spstlal elnl’if%}/ _?_EDOSI;E;Won dﬁlstrtlbuf-
total ionization cross section from this work and the totalo"'> OF INCIAENT ENETGIES above L KeV. Thus, e etiect o

ionization cross section used by Kowari and Inokuti. Infsmisotropic inelastic scattering on spatial energy deposition is

Monte Carlo calculations, the cross section was used thi S|tgn|f!ca[1t a.t h.'ghl m;:_ldentgleptronﬁen?rgsﬁs. It v:a? found
was constructed on the base of assessments of recent exp at anisotropic inefastic scatlering atiects the spatial energy

mental data from Heeet al.[15], Krishnakumar and Srivas- eposition for incident energies below 1 keV. To illustrate

tava[16], and Straulet al.[17]. This ionization cross section ;h';e;feccgh: Soh(.)tv;' '(;'f:(')?b(zjéﬁ e{gféencgngoiﬁzecgmﬁfgf
underestimates the ionization cross section of Eggarter a posi : states, ! )

Inokuti [7] (which was used by Kowari and Inokfor en- iciency, obtained as a sum of the efficiencies for each elec-
ergies up to 1 keV. The other reasons which cause the di [onlc_state, for representgtl_ve incident er_1eEgy: 0.1 keV.
tinctions between two spectra are the followirig:the cal- h? distance along th# axis is expressed in unlts_of arange
culation methods are not the santie) the excitation cross R (i.e., a path I.ength that electrons pass as their energy de-
sections of electronic states are not the safiiie,the emis- creases fmf"‘ incident energy to .the minimum_ excitation
sion energy of the Auger electron is not the sarte.the threshold. Lines represent calculations using angular cross

; - - sections from this study; points represent computations using
xﬁ;kebgergilw:éluzﬁolr;%lgug,ythe Auger electron was emitted the scattering model frof8]. The efficiency for the produc-

It is of interest to determine if the inelastic anisotropictlon from a composite of forbidden states is shown because

scattering affects the spatial energy deposition. To accom-
1.0 -
,‘ T IIIIIIII T IIIII\II
y
0.8 —
E - §0.6 —
g K
L ]
550.4 -
~ -
1)
W 0.2
N
0.0 =
-1.0  -05 0.0 0.5 1.0 1.5
6 — e Fraction of practical range
10 100 1000 FIG. 2. Efficiency for production of a composite forbidden state

E (eV) (1) and a combined efficiency obtained as a sum of the efficiencies
FIG. 1. Electron degradation spectrufgE,E;). Points repre-  for each electronic stat€): lines represent calculations using an-
sent Monte Carlo calculations; dashed line is an approximativegular cross sections from this study, points represent computations
curve. Solid line represents results of Kowari and Inok4]. using scattering model from previous wdi].
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TABLE IV. Range data(in 10°° g/cn?) at selected incident TABLE V. Parameters used in E). Incident energy in keV.
energiedin keV). | and II: results obtained using correspondingly a
set of cross sections presented in Sec. Il and that from a previoBarameter 04E;,<0.5 0.5<sE <15 15XE <25 E,=25
study|[8].

ag 0.84 0.79 1.04 1.09
- - - 5 _

Ep R, Ry ag 0.078 0.088 1.30x10 0.0021

a; 121 112 2.23 3.04
0.1 0.6 0.7 a, ~3.03 —3.03 —4.02 —4.44
0.5 3.8 3.8
1 9.0 9.6 , -
2 25.1 271 W(z) overzis equal to 1. The energy deposition plots gen-
3 49.3 54.2 erated from Monte Carlo calculations are shown in Fig. 3.

The abscissa in the figure is the reduced depth. The calcula-
tion results are compared with E() for three representa-
the energy dependence for the cross section of excitation ofe incident energies. We see that the quality of the fits is
composite of forbidden states is clearly different from thatimproved as the incident energy increases. This is because,
for other inelastic cross sections. Figure 2 shows thain a low-energy range, first, inelastic cross sections do not
changes in efficiency for the production from a composite offollow the Born-Bethe approximation and each have its in-
forbidden states, and combined efficiency, which resultslividual dependence on energy, and, second, differential
from the change in the scattering model, are similar in aelastic cross section structure is rather complex.
gualitative sense. These changes can be summarized as fol-
lows. Near the injection point in calculations using angular C. Analytical represgntation of electron flux densities in a
cross sections from this study, electrons deposit more energy high-energy range
than electrons in computations using the scattering model Considering the properties of flux densities, it is useful to
from [8]. This is because the present scattering model causeasart with construction of their analytical representation in a
more electron scattering than does the scattering model frofmigh-energy rang¢6]. The three-dimensional flux densities
the previous work. Away from the injection point, calcula- in this range can be represented (y units of eV *A~?)
tions using the present scattering model predict less energy .
deposited as compared to that calculated using the scatteri (Z.E,Ep)W(z,Ep)
model from[8]. This change in energy deposition reflects, in
part, the renormalization of the distribution to account for the =A(Ep)
change in the energy deposition near the injection point. The
energy deposition behind the injection point is because of
backscattered electrons. We see that the present scattering {
model yields more energy deposited as compared to that cal-
culated using the model from the previous study. This points
to the conclusion that the present inelastic scattering model
causes more backscattering of electrons than does the previ-
ous model.

The energy deposition plots are often used to calculate a G|(z,E/Ep,Ep)*lz[exp(E.(z))(E/Ep)ﬂl(Z)
range for electrongl8]. The ranges from our previous work _
are compared with those obtained in this study in Table IV. XH(z-2)]/0(z,E/E,,Ep), (4)
We see that [Rdiffers from R, by errors varying from 2% to
15%. The changes foE,<1 keV mainly result from the
change in the anisotropic inelastic scattering model. For 1.2 &4
higher incident energies the changes are predominantly due e,
to the effect of thelL-shell ionization event, and the Auger
effect was taken into account in the present calculations.

1
1+|§0 zﬁ,(Ep)z'é(E—EA))

-1
+exple(2))[I'(z,Ep)

2
2 G|(Z=E/Ep!Ep)71
=0

-1
—E/Ep]‘”(Z)H(z)] , 3

0.8
B. Energy deposition

Spatial distribution of the energy deposition rate is an
important characteristic, because it provides a rough idea on
the physics of the spatial deposition of energy. Following the
results of Green and Singhi8] and Vasenkoy8], | repre-
sented the longitudinal distribution of the energy deposition
rate obtained in this study by

Energy deposition

0.0

| | T
2 _ 0.0 0.5 1.0 1.5
\If(z,Ep):[ao(Ep)]*l exp{ i=20 a(Epz |, 2) Fraction of practical range

16 FIG. 3. Energy deposition: points represent Monte Carlo calcu-
wherez=Z/R,, R,=105(0.85+ 7.8%Ey % glcn?, and val-  lation, lines represent the analytic fit using E8); (A), E,=0.3
ues of the parameters are given in Table V. The integral okeV; (+), E,=2.0 keV; (@), E,=3.0 keV.
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®(z,E/E, ,Ep)

a(E,) for E/E,<e(E,)

~ 5
In(B(z)E/E,) for E/E,=€(Ep).

HereH is a unit-step function equal to 0 at the argument ~ °
of a function less than or equal to 0. Current and incident
energies are in units of 1 keV. The parameter expressions for
Egs.(3)—(5) are given in Appendix A for incident energies
below 3 keV. For higher incident energies it is necessary to
set A=A(3), ©=0(zE/3,3), and Gy=Gy(z,E/3); the
other parameter expressions are determined as given by Ap-
pendix A. This requirement reflects the fact that energy
deposition curves are practically identical for incident ener-
gies above 3 ke\{8]. Including unit-step functiongwith
2=1.0,2,=0.70,z,=0.25) in the first terngin curly brack-
ety on the right-hand side of Eq3) reflects the drastic
changes of flux densities with the distance from the injection
point. The second term represents flux densities at energies
close to the incident energy. A unit-step function in this term
is used to consider the fact that a high-energy part of the flux
density atz=0 is formed mainly by a contribution from the
sourceI'(z,E,) = é+=7_,A(2)Z“E,, is incorporated in the
second term to take into account the decrease in energy of
primary electrons with the increase of distance from the in-
jection point. By primary electrons, | mean incident electrons
that scattered or degraded in energy. | should note that for
E>e€(E,), the first term of Eq(3) depends on energy via the
ratio E/E,, . The second term, which represents flux densities
at energies close to the incident energy, is dependent on en-
ergy via two variable€/E, andE,, but the dependence of
this term on incident energy is rather weak. The contribution

log, ) ® (eV A7)

of Auger electrons to a flux density is represented by includ- -6 i ; ‘ ‘ i
ing the Dirac é function. This contribution increases with .06 -04 -02 00 02 04
incident energy. log, ,[E (keV)]

A comparison of Eq.(3) with Monte Carlo data is
shown in Figs. 48 and 4b) for two incident energies FIG. 4. High energy parts of electron flux densities vs current
and four longitudinal values. Lines are used to represengnergy at two incident energies and three distances to the injection
contributions  given by Go(z,E/E,,E,) (dash liney  point: (8) E,=0.3 keV,Ry=1.9x10"° glent; (b) E,=3.0 keV,
15E ,G(z, E/E, E,)* (dash-dot lineg ~ Ro=49.3x107° glcn?. The Monte Carlo calculations are repre-
1/E|2:0G|(Z, E/Ep,Ep)fl (dash-dot-dot lings and the sec- sented by symbo_ls:*), z=0; (©), z=0.2; _(+), z=0.4; (A), z _
ond term(in curly bracketson the right-hand side of E¢3) =0.9. The analytic fits are represented by lines; see text for details.
(solid lines. The thick solid lines represent the total contri-
bution. Monte Carlo data are shown by points. The flux den
sities given in Figs. @) and 4b) are quantitatively rather .
different, but the general features «Df'(z,E,Ep) are practi-  €Neray electrons. As a result, the flr_st term of B;.takes a
cally unaffected by the change in incident energy. We se§MPler form. Forz=0.4, the contribution of this term is
that atz=0 the contribution of3o(z,E/E,,) is superior to the dgtermmed by c.ontrlbutlons of the first two term_s of a sum
contributions from other terms for energies below &g5  9'V&" by Eq.(4) in the whole energy range considered. For

The flux densities weakly vary with energy for this energy?= 0-9: the first term of Eq(3) is equal t0Go(z,E/Ey).
range. For higher energies the contributions from all terms of

a sum given by Eq(4) are considered to describe the rapid D. Analytical representation of electron flux densities in a
increase of flux densities with energy. 2&0.2 the contri- whole range

bution of Gy(z,E/E,) dominates the contributions from Following the recent communication of VasenK®}, the

other terms for energies below OH5. The flux densities  analytical representation of flux densities as a function of
are represented by a balance between the first and SeCOBeSition, current, and incident energies is given by

term of Eq.(3) for the energy range wherein flux densities

reach the maximum. The second term of E3).is used to O(z,E,E))=D'(2,E,E) +D"(ZE,E)). (6)
describe the flux densities at about the incident energy. Flux

densities exhibit simpler properties at larger distances from Here, the first term represents the low-energy parts of the

the injection point. This is because with the increase of dis-
tance the energy spectrum of the flux densities has few high-
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flux densities:

1

@'(Z,E,Ep)=‘If(z,Ep)[izo ex A/(Ep)]

XE_ai(Ep)lH(EA_W*_E)]’ (7)

whereW* is the first excitation potential of argon. The pa-
rameter expressions for Ef) are given in Appendix B for
incident energies below 3 keV. For higher incident energies
it should be setb'=®'(z,E,3) . | should stress that indepen-
dence of low-energy parts of flux densities from high inci-
dent energy is not a special feature of electron distribution
formation in argon but can be attributed to basic properties
of electron degradation in a gas. The low-energy electron
distribution is basically formed by secondary electrons of
different generations. These electrons are produced by ion-
ization. As a result, the energy of a secondary electron is
practically independent of the incident energy.

The results of fitting Eq(6) to Monte Carlo data are
shown in Figs. &), 5(b), and %c). The contributions of the
first and second terms of a sum given by Eg. are shown
by dash and dash-dot lines, respectively. We see that the first
term of this sum contributes at energies about excitation po-
tentials of electronic states of Ar. The contribution from the
second term prevails over the contribution from the first term
for higher energies. Flux densities obtained for different in-
cident energies at the injection point are shown in Fi@.5
We see that a form of flux density becomes more complex
with the increase of incident energy. This is becauselthe
-shell ionization event and the Auger effect play an impor-
tant role in electron degradation at high incident energies. At
z=0.5, forms of flux densities near the incident energy are
rather different from those shown in Fig(@. Flux densities
slightly increase as the energy approackgs Then, flux
densities drop rapidly just before the incident energy. For the
flux densities shown in Fig.(6), the energy range can be
conveniently divided into three intervals. In a low-energy
range, flux densities decrease as the energy arises. For higher
energies but lower than the incident energy, flux densities
weakly vary with energy. Flux densities drop rapidly just
before the incident energy.

To elucidate the possibilities of the proposed model, |
show in Fig. 6 the analytical representation of flux densities
for E,=2 keV. We see that the calculated three-dimensional
surface is a complex structure. General features in
®(z,E,E,) can be summarized as follows. At about the in-
cident energy, the number of high-energy electrons tends to
diminish as the distance from the injection point increases.
We see a peak at 219 g¥decause of the Auger effeand a
complex structure below the peak. The magnitude of the
peak decreases with the increase of distance. In a low-energy
range,®(z,E,E,) increases with energy. This is because of
a contribution from secondary electrons.
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FIG. 5. Electron flux densities vs current energy at three inci-

dent energies and three distances to the injection p@nt=0; (b)

IV. DISCUSSION AND CONCLUSIONS

z=0.4;(c) z=0.9. Points represent Monte Carlo calculatiofts:

angles, E,=0.3 keV,R;,=1.9x10 ® g/cn?; (starg, E,=1.0 keV,

The space- and energy-dependent flux densities were cak,—9.0x10¢ g/cn?;

(circles,

E,=3.0

keV, R,=49.3

culated in this work using a Monte Carlo method for incidentx 10-¢ g/cn?. Lines represent analytical fits; see text for details.
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electrons of energy 0.1-3.0 keV in argon. Electron energyronic excitations. In this energy range, electrons effectively
degradation and both elastic and inelastic scattering werse energy during optically forbidden excitations in nitro-
considered in this simulation. The integral and differentialgen. The effect of optically forbidden excitations on energy
cross sections used for modeling these processes were dgposition in argon is of lesser significance. As a redudt,
agreement with measurements. Numerical flux density redgecreases with energy in nitrogen and increases as the energy
sults were analytically represented in terms of the recentlyecreases in argon.

introduced phenomenological model. This model can be suc- Njtrogen and argon represent a typical atomic and mo-

cessfully used for other gases as well. The fundamental regsqjar system. Hence, the approximate invariance of flux
s?n for this Ihypcl)the5|s is in the nz?sture of e(ljegtron Ziom aNQensities multiplied by an absorption cross section in argon
electron-molecule cross sections. Green and Siri@fjalere g nitrogen provides the opportunity to use an analytical

probably the first to note that the individual inelastic Crossapproxmatlon of flux densities from this study for any gas.
sections divided by the total inelastic cross section and the

differential elastic cross sections divided by the total elastic
cross section are fairly similar from one species to another
within the energy range of interest. e, ]
In support of the versatility of the proposed model, | com- -2 *o
pared flux densities in argon and nitrogen. Flux densities in
nitrogen were calculated by the Monte Carlo method of elec-
tron degradation using the inelastic cross sections by Porter
et al. [19], the ionization cross sections by Jackmetral.
[20], and the total and differential elastic cross sections by
Porteret al.[18]. Flux densities multiplied by an absorption
cross section in argon are compared with flux densities mul-
tiplied by an absorption cross section in nitrogen in Fig. 7.
Results are shown for three longitudinal values at represen-
tative incident energy equal to 1 keV. Ranges for electrons
were calculated from Ed11) of [8] . We see that the calcu-
lated distributions are rather similar in the two gases. The — T — T
considerable differences are visible only at energies below 10 100 1000
50 eV. There are two basic reasons for these disagreements. E (eV)
First, the Born-Bethe formula does not govern the inelastic
cross sections in a low-energy range. Hence, each cross sec-F|G. 7. Flux densities multiplied by an absorption cross section
tion has its individual dependence on energy. Second, angih argon Ry=9X% 10°6 g/cmz) are compared with flux densities
lar cross sections in argon and nitrogen are rather distinctiveultiplied by an absorption cross section in nitrogeRy€6
at low energies. It is of interest to discuss separately thex1078 g/cn?) at representative incident energy equal to 1 keV:
reason why curves differ at energies about thresholds of ele¢1), z=0.1; (2), z=0.4; (3), z=1.0.
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TABLE VI. Parameters used for analytical representation of TABLE VII. Parameters used for analytical representation of

electron flux densities in a high-energy range. electron flux densities in a low-energy range.
Parameter Value Parameter Value Parameter Value Parameter Value
’ﬁ? — 3464 Parameters used in second Parameters used in first
Scale factors [ —4.541 term of Eq.(7) term of Eq.(7)
G5 34.30 .
% 1803 72 o858 Xo —42.04 eg —22.09
- . X1 7.58 09 23.74
X, 0.557 RS 635 o _123 00 _1274
Mo 3 0% —11.65
Pargmgters used to represent M, 4 ol 0.558
contribution of Auger electrons M, 3
0 0.676
E. 0.36 L 0.0 2
e ~2.799 72 0.193 l/ll(Ep):kZO d'ESH(E,—E,).
al 8.282 i 16.68
dg —1.264 i —60.46 Here, a step function is used to consider the fact that the
d° 2.123 12 95.39 contribution of Auger electrons is negligible for incident en-
a ~6.842 (& ~54.78 ergies belowk, .
@ 1.274 79 67.81 by I:)L(J)T;:(())rr:]sizjs,(izgzand Bi(2) from Eg. (4) are represented
i —240.0 '
Parameters used in first term 12 355.3 N -1
(in curly brackets of Eq. (3) E(z)= >, hiz,
Parameters used in second term k=0
o 0.0443 (in curly brackets of Eq. (3) M1
9 00297 § Bi2)= 2, Tz
9 0.0154 % —4.743 k=0
No 2 oA 4511
N, 7 U 12.36 Functionsa(Ep) and e(Ep) from Eq. (5) are given by
N, 4 A ~8.918 simple equations:
i T 7A% ¢ Lot 1 for 2<E,<1
RS 1.527 Ay -0.00212 '&(Ep):{ p
7o ~9.624 A, ~0.0293 3—Ep, for 1=Ep=2,
Rl 93.76 To 0.436
Re —788.8 U, 15.72 B ( 0 for Ep<1
- ~ e(Ep)=
5 3299 U, —2701 0.2E, for Ey=1.
G —7281 Ts 19.38 B
hS 8017 Us —4.857 The dependence @(z) on zis determined by
2 -1
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APPENDIX A: ANALYTIC EXPRESSIONS USED
IN EQS. (3)-(5)

3
e(2)= 2, Qi
k=0

In this appendix, | present the parameter expressions used ‘L ‘
to construct the analytical representation of flux densities in a 7(2)= k§=:0 UZ™
high-energy range. Scale factd(E,) from Eq. (3) is cho-

-~ % I
sen to be equal ta,E, "?. The Auger electron contribution  Coefficients for presented formulas are summarized in
is represented by a sum of polynomialsky, Table VI.
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APPENDIX B: ANALYTIC EXPRESSIONS USED 2
IN EQ. (7) kZO (0LE}) for Ep<1

In a low-energy range the flux densities are represented A(Ep=1{ 1
using the following four functions:Aq(E,), Ai(Ep), 1KY for E.>1
ao(Ep), anda;(Ep). The functionsAg(E,) andA,(E,) are kZO (0iEp) P

dependent on incident energy in a complicated way. It was
found that it is useful to divide the energy range #&y(E)

into three intervals: The functionsay(E,) and a;(Ep) are smoothly depen-

dent on incident energy:
—38.55 for E,<0.5
2 ao(Ep) = exp —1.103InE,) +2.06E,,,
Ao(Ep) = kZO (XkEf) for 0.5<E,<2

—31.80 for E,=2 ay(E,)=0.6E,+0.8.
. =2,

In a similar way the energy range féi(E,) was divided Coefficients for the formulas given here are summarized
into two intervals: in Table VII.
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